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Technical Product Report





Date: �TIME \@ "MMMM d, yyyy"�August 26, 1994�





Product Name: 	DCA2, Dynamic Cache Architecture II


Motherboard:		Octek Hippo DCA2 


Foundation:		15 nSec DynamiCache Memory 


			4Mbyte and 8Mbyte 72 Pin Modules





DynamiCache: A New Standard





	Ocean has combined raw speed and a new innovative memory architecture to bring DynamiCache Memory to the Desktop Computer in an integration that satisfies both the need for power and speed in today’s new operating systems and of providing a cost effective solution to a high performance issue.  Never before has the 486 CPU been so fully utilized.





	DynamiCache is as user friendly as standard 72 pin DRAM.  It is as easy to install on to motherboards as any other DRAM memory.   The difference is in DynamiCache’s 15 nSec access times.  These are the same access times previously achieved only through the use of expensive SRAM cache.  There are no drivers that need to be loaded to operate DynamiCache.  There isn’t any special configuration needed.  Just plug and play.  The enhanced system BIOS will perform all necessary initializations automatically.





	DynamiCache is the only memory architecture that provides True Zero Wait CPU speed accesses across the entire installed memory while delivering a whole new level of power to existing software applications and operating systems without the need to recompile existing programs or load resource demanding TSRs.  The underlying power of DynamiCache provides both a seamless upgrade from existing motherboard platforms and it operates invisibly to all of today’s X86 compatible software, ISA and VESA Local BUS periphial devices.  The 15 nSec DynamiCache memory is offered in a 4Mbyte, 8Mbyte and 16Mbyte 72 pin SIM module and arrives pre-configured on the Hippo DCA2 motherboard in specified amounts up to 32 Mbytes.  The 16MByte module will be released in 4Q94.





DynamiCache Description





	DynamiCache, the name of the memory module used on DCA2 motherboards, provides non-interleaved Zero-Wait State performance throughout the entire main memory for CPU bus speeds of up to 40Mhz on a 486 and up to 80Mhz (interleaved) on a Pentium CPU bus (available 4Q94).  DCA2 outperforms expensive SRAM (L2 External Cache) plus DRAM memory systems by minimizing processor wait states for all possible BUS events, not just Cache Hits.





	The benefits of DynamiCache are easy to understand.  New operating systems such as Windows 3.11, Windows NT, OS/2, UNIX and their associated applications generate a new level of high stresses on conventional external caches preventing the power of these OSs from being fully exploited.  Although these operating systems do offer the ability to multitask applications, these features are rarely used in practice as they cause even the best designed L2 cache motherboard to perform at unacceptably low levels.  DynamiCache, being able access any instruction or data string from any physical address in memory at full cache speed, enables the CPU to handle multitasked operations as smoothly as it handles single applications.


	DynamiCache uses what is referred to as distributed cache rather than lumped cache.  The 15 nSec access time is available through out the entire range of installed DynamiCache, not just in a small external cache.   External cache only provides benefit to the system while the instructions are housed in the cache.  The penalties that are usually associated with external cache, such as write back latencies, cache thrashings and cache saturation are not present in DynamiCache. This architecture provides all of the cache benefits for the entire range of installed memory with none of the cache penalties.  DynamiCache is truly a technological breakthrough.





DynamicaCache: Breaking the Data Bandwidth Barrier


	


	The data bandwidth (measured in Mbytes per second) of the memory sub-system is integral to the overall power that a CPU will deliver to software.  A wider the bandwidth the more data can be moved per clock cycle.  On externally cached 486 motherboards, the data path between the CPU, Cache and DRAM is 32 bits wide.  On a Hippo DCA2, DynamiCache motherboard, the data path is 32,384 bits wide between the line fill registers and the Memory Array,  effectively more than 1000 times the bandwidth as that of a standard DRAM plus cache motherboard.





 External Cache can move 2 Bytes of Data per Clock Cycle to 60 nSec DRAM memory


DynamiCache can move 2048 Bytes of Data per Clock to it’s 15 nSec Memory Array.
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Near 100% Hit Rate





The following are the results of a simplified calculation based on a large memory loop:





511 HITS - 1 MISS - 511 HITS - 1 MISS 	= 1024 total  cycles


HIT Rate	= 511 / 512			= the ratio of HITs to MISSes


		= 99.80 %


	


DCA2 (DynamiCache) Features





Includes a 2Kbit Line Fill Register for 15nSec Random Reads within a Page.


Each Chip houses a fast 4Mbit Memory Array allowing 35nSec accesses to any new page.


Includes Write Posting Registers for 15nSec Writes and Burst Writes within a Page (Hit or Miss)


The 32,384 bit wide Memory Array to Line Fill Register BUS performs 7.3 Gbytes per Second Cache Fills.


The on chip Hit/Miss comparators maintain coherency on Burst Writes.


Hidden Precharge Cycles


/CAS before /RAS refresh cycles


DynamiCache is fully compatible with existing 486 and Pentium CPUs.


DynamiCache is fully compatible with all the major operating systems and applications.





DynamiCache Architecture





	The DynamiCache Chips are physically similar to a standard 4Mbyte page mode or static column DRAM with the addition of an integrated Line Fill Register and an internal controller which allows it to operate much like page mode or static column DRAM. DynamiCache’s line fill register is tightly coupled with the Memory Array.  Memory READS always occur from the Line Fill Registers.  When the internal comparitor detects a page hit, only the line fill register is accessed and data is made available in 15nSec from the column address.  When a page read miss is detected, the new Memory Array row is loaded into the cache and data is available at the output all within a  single 35nSec access. subsequent reads within the page (burst read, local instructions or data) can continue at a 15nSec cycle time.  This represents a 2-1-1-1 Read Burst.





	Since reads occur from the line fill register, the Memory Array Precharge can occur simultaneously without degrading performance.  The on chip refresh counter with an independent refresh bus allows the DynamiCache to be refreshed during cache reads.  Memory Writes are internally posted in 15 nSecs and are directed to the DRAM array.  During a write hit, the on chip comparator activates a parallel write path to the line fill register to maintain coherency.  The DynamiCache delivers 15nSec page mode memory writes.  This represents a 2-1-1-1 Write Burst.


	


DynamiCache Applications





	DynamiCache was designed with the new emerging 32 bit protected mode operating systems in mind.  External cache, prior to 1994, was an acceptable cost based solution for enhancing DOS applications that typically occupied a memory space that was less than the size of the installed external cache.  If the CPU requested an instruction or a string of data, this information was made available to the cpu at cache speed (zero wait state).  With the advent of Windows, however, the typical application became larger and much more complex supporting virtual disks, DLLs and GUI interfaces.





Application Overhead and it’s effect on External Cache





	These new applications subsequently brought with them tremendous overhead for the operating systems.   OS/2 and Windows NT were created to handle the demands of the new applications with the hopes that a pre-emptive multitasking, multithreading 32 bit OS would break the bottleneck to productivity.  It was quickly found that these operating systems were only effective on high end systems, such as DX/2, Pentium or RISC platforms.  Even with top end CPUs, a large main DRAM bank was needed, typically 16Mbytes or more and a very expensive L2 cache was often employed, usually 256K to 512K.





External Cache Inefficiencies





	These ‘state of the art’ configurations still suffered massive performance losses due to L2 cache inefficiencies.  Under heavy application work loads, (the type that these platforms were designed to handle), the benefits derived from using cache decrease dramatically as the penalties associated with a saturated cache dominate the CPUs available time. 





External Cache Saturation Problem





	Cache saturation is an easy concept to understand.  If the executing program is smaller than the external cache I have installed, then no saturation occurs.  There will always be memory address space available for the execution of this program.  If the program is slightly larger than my L2 cache, saturation may still not occur, provided that the cache is well designed.  There is a point, however, when the L2 cache will remain constantly saturated with instructions.  Some of these may be in the process of being read from the main memory and some will be waiting to be written back to memory.  The net effect is that if the program is large enough, the L2 cache is kept filled with data on a continuous basis.  It is the maintenance of this traffic flow that dramatically reduces the amount of time the CPU would otherwise have for executing software instructions.





Dynamicache Excels and External Cache Suffers under Heavy Processing Loads





	Heavy processing loads can easily reduce a 66Mhz CPU and L2 cache combination to effective processing speeds as little as 20% of the CPU’s capabilities. A CPU under these circumstances spends as much as 80% of its time squeezing large amounts of data to and from memory through a very small SRAM cache.  External cache, under these high stress conditions is kept in a continuous state of flux.  This is the point of  at which a cache mechanism ceases to be effective in providing any benefit to system performance. This is the state in which the cache has become saturated.  If the processing demands from the CPU increase any further, the external cache actually creates a penalty in performance by virtue of it’s memory management overhead.  DynamiCache does not suffer from these penalties.








Targeted Operating Environments


Multitasking Mutlithreding ( Windows 3.11, Windows NT, OS/2 2.11, et.)


Large Applications (Desktop publishers, graphic designers, databases/spreadsheets )


I/O Intensive computing ( Graphics applications, multimedia, disk and data transfers)


CPU Bound Computing (CAD/CAM, MATHCad and other scientific number crunchers)


Software Compilers


Application Servers (Networked applications accessed from a central server)


File Servers (Novel, Lantastic, LANManager, Vines)


DynamiCache is fully compatible with all the major operating systems and applications.





Please Contact Our Technical Support for more information on Dynamicache.
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