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�Introduction
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Figure 1. A typical network arrangement

Local Area Networks (LANs) now connect a significant portion of the more than 100 million MS-DOS* and Windows*-based personal computers found in the workplace. Individual networks often connect hundreds of users and possibly several servers. 

As these LANs have grown, users have come to expect the benefits of real-time interactive computing. Corporations also are recognizing the advantages of information exchange and collaboration. This reliance on the distributed processing environment has made it critical that network data be protected so that it is accessible and readily available at all times. The file, print, or application server is the critical node because it can effectively store all of the data needed by users. 

At the same time, it has become increasingly important for network administrators to be able to manage data availability both over the network and independent of the network. Because servers are being deployed in remote locations, network administrators need the capability to manage their servers in any of three locations: the local server console, the local management console, or a remote (network-independent) management console. 

Maintaining LAN productivity under these conditions – and with a growing number of servers per administrator –is becoming more difficult. As an aid, several vendors have provided server management software with two major components: an agent on the server and a monitoring console. Figure 2 shows a typical network with the addition of server management software.
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Figure 2. Typical network with server management software

One example of server management software is Intel's LANDesk Manager product. In this package, the agent interacts with the network operating system to collect information about the server's health and performance. The monitoring console communicates with the agent across the network (the in-band connection) to retrieve and display this information. The administrator may set various conditions (e.g.; server CPU utilization thresholds) for generating alerts. When a specified condition is violated, the administrator is alerted via a dialog box on the monitoring console's screen or even by being paged. The monitoring console software also may be configured to alert the administrator by different means depending on the day and time. For example, the alert could be sent to the console during business hours or sent to a pager via the Server Monitor Module at night or on weekends.

Software-only solutions to server management do have some inherent limitations: the server and network must be operational and there is no way to monitor some essential hardware characteristics. 

At the very least, a network management station should be able to provide users with a stable environment by detecting and helping to repair faults quickly. The key to a successful tool is the ability to find little problems before they become big ones. For example, good server management tools should:

�SYMBOL 183 \f "Symbol" \s 10 \h�	Help the network manager automate configuration and control tasks

�SYMBOL 183 \f "Symbol" \s 10 \h�	Provide network managers/administrators with extensive information on network activity at the node level

�SYMBOL 183 \f "Symbol" \s 10 \h�	Provide administrators with information for determining system failures, and adequate warning of such failures

Intel has responded to these needs by introducing a Server Monitor Module that stores application specific software in non-volatile Flash memory. The ISA bus-master card installs easily in one of the server’s expansion slots. 
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Figure 3. Typical network with Server Monitor Module 

The DOS engine of this solution is a single 8086-compatible CPU, the Vadem VG-230, that includes: 

a memory controller;

four channel 8237-compatible DMA controller; 

8254 PIT, 8255 PPI and 8259 PIC compatibility; 

real time clock; and 

an ISA bus controller. 

Additional features include a file server interface window, a solid state data storage via Flash memory, serial support, 1 MB of system DRAM, PCMCIA interface, and a battery backup. The board has one PCMCIA Type 2 compatible (modem card services only) connector.

When the Server Monitor Module is installed in a server, it can monitor the power supply and operating temperature. When the server is not operating within specified limits, the module attempts to alert a supervisor/administrator in one of two ways. The module first will try to contact a server management console using the in-band connection. If this fails, the module will try to dial out to get to a console. The console, whether contacted in-band or out-of-band, is responsible for delivering the alert to the supervisor/administrator. Corrective action can then be taken, including remote maintenance of the server from a network workstation or modem-equipped computer. 

The Server Monitor Module hardware supports power management to reduce battery drain. The software uses the SLEEP and SUSPEND modes. When there is power from the backplane and no user activity, the module runs in SLEEP mode at 1/8th CPU speed. When running off the battery and with no user activity, the module goes into SUSPEND mode (CPU clock and oscillator off, modem off) and will be awakened when some external event happens. The Server Monitor Module normally takes power from the server ISA/EISA bus. During this time, the Server Monitor Module maintains a trickle charge to an on-board Ni-Cad battery. If power is removed from the server bus, the module will remain in SUSPEND mode for up to four hours. During this period, up to 30 minutes of full-function activity can take place (i.e.; communications with remote console via modem).

�Core Feature Set

Feature�Purpose�Advantage��User Definable Alerting Capabilities

via Monitoring Console Software�Provide network and/or network-independent alerting capabilities during:�����SYMBOL 183 \f "Symbol"� Catastrophic Alerts�Ability to alert administrator when the server is down����SYMBOL 183 \f "Symbol"� Critical Alerts�Alerts when server crash is imminent����SYMBOL 183 \f "Symbol"� Warning Alerts�Alert when there are possibilities of a server crash����SYMBOL 183 \f "Symbol"� Informational Alerts�Ability to send alerts when user-set thresholds are exceeded��Information Access Capability�Ability to Access Server when:�����SYMBOL 183 \f "Symbol"� Server is Healthy�Ability to access information about server health as needed����SYMBOL 183 \f "Symbol"� Server is Down�Ability to access an information for analysis of why the server went down��Reboot Capability�Ability to reboot the server from a remote location by initiating a:�����SYMBOL 183 \f "Symbol"� Warm Reboot�Can initiate a warm reboot of the server without going through the full POST����SYMBOL 183 \f "Symbol"� Hard Reset (Available on Xtended Server and ALTServer)�Can initiate a hard reset to force the server to go through POST��Remote Console Capability

(Available only with updated BIOS releases for Xpress, Xtended Server, and ALTServer)�Ability to control the server from a remote location when:�����SYMBOL 183 \f "Symbol"�Server is running�Ability to control the server when the server is up but the network is down����SYMBOL 183 \f "Symbol"�Server is down�Ability to retrieve POST codes and server video buffer contents across the asynchronous communication line���In all situations, the goal of the Server Monitor Module is to be able to predict potentially catastrophic hardware and software issues before they become critical network problems. This is to ensure the server keeps the network running and maintains data integrity. 

Should the server crash, the system administrator also must have access to the last known status of the server. This feature is provided by the information access capability features, which contain the current configuration, the last environment status, the time and day, and any final information that might have been saved prior to the crash. 

Besides the core feature set mentioned here, password protection and alert signals to a pager are other available features that enhance the complete functionality built into the Server Monitor Module.

Out-of-Band Features and Functions

Out-of-Band Function�Network Down�Operating System Down Network Up�Server Down��Temperature Monitoring�(�(�(��Voltage Monitoring�(�(�(��Remote Soft Reboot�(����Remote Hard Reset�(�(�(��Power On /Off�(�(�(��Server Console Redirection�(�(���Retrieve Capture POST Code�(�(�(��Console Alerting over Modem�(�(�(��Read Server Logs when Server is Down�(�(�(��TAPI Pager Alerting on Thresholds�(�(�(��Functional Description
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Figure 4. Component block diagram of Server Monitor Module

Battery Backup

The backup power section keeps the Server Monitor Module operational when power is interrupted to the host server. During such conditions, the circuitry automatically switches to battery power. The card is supplied with power for a maximum of one half-hour of continuous active communication. This half-hour can be distributed in any way over a maximum period of four hours. During normal server operation, the battery will be charged from the ISA bus power. 

XT-compatible DOS Engine

The DOS engine is an 8086-compatible microprocessor with integrated core logic and I/O support. Using an embedded processor provides the functionality of an entire computer on-board. In today's standard PC designs, Intel controllers (i.e.; 8237, 8254, 8255, 8259, etc.) are widely used as the core peripheral chip sets. Those standards are again implemented in this product. Because the DOS engine is specified to be XT-compatible, only 1 MB of memory and 1 KB of I/O space can be supported. Additional memory space and/or devices ( such as PCMCIA ( are supported using bank-switching techniques like those described in the LIM-EMS specification.

CNMC (ASIC)

The Critical Node Monitor Controller (CNMC) is a custom Application Specific Integrated Circuit that contains most of the hardware logic and control functions, including Shared Memory Interface (SMI) control, server ISA bus arbitration and mastering, server I/O interfacing, thermal and voltage monitoring, non-volatile memory control, POST code capturing, and Server Monitor Module power control. 

PCMCIA Interface

The PCMCIA interface is responsible for the connection between the Server Monitor Module's private ISA bus or processor local bus and any PCMCIA 2.0 compatible modem. Supported modems include those capable of 2400 KBps or greater communication speeds. The PCMCIA expansion modules may contain up to 64 MB of addressable resources, but bank switching must be used to access PCMCIA resources in the XT address range.

�Modem

The modem section is shown with dotted lines in Figure 4 to emphasize that the modem may be either a PCMCIA 2.0 compatible modem or a standard serial modem. 

Support for both North American and European modems is built into the module firmware. This allows the Server Monitor Module to send out-of-network alert messages. When the module recognizes an alertable condition, it first tries to contact a console in-band (on the network), then attempts to dial out to get to a console. As a final step, the module calls a pager service. 

In order for the message to be sent successfully, the modem must always have a line voltage available. If a PCMCIA modem will be used, the battery on the module will provide power when the server line voltage is interrupted. If an external modem will be used, it should be connected to an Uninterruptable Power Supply (UPS).

SUPPORTED MODEMS

At production release, the following PCMCIA modems have been qualified in the Server Monitor Module:

IBM Datafax		

AT&T Paradyne KeepInTouch

As additional modems are qualified, they will be added to a list maintained on Intel’s FaxBack* service.

Modem Certification Process

As identified at this time there are three major areas of evaluation that must be performed on each model of modem selected for certification with the Server Monitor Module. The three areas are summarized briefly as:

Is the modem compatible with the Server Monitor Module product software and BIOS? This includes both the firmware and Monitoring Console software. 

Does the modem degrade the operating temperature performance of the Server Monitor Module product?  

Does the modem degrade system level performance in the area of EMI emissions and ESD immunity?

If one of the qualified modems does not meet with the OEM customer’s acceptance, Intel will qualify a modem of the OEM’s choice at a cost to be agreed upon by the requester and Intel.

Non-Volatile Flash Memory

An Intel 28F008SA 8 Mbit Flash memory component is responsible for storing all applications which are to run on the Server Monitor Module and storing all pertinent last-known-state information necessary to recover from catastrophic failures. To save memory space, this block has been mapped into a LIM-EMS page frame of the DOS engine's memory space. The LIM-EMS 4.0 compatible mapping register required to control it is included on the VG-230 component. 

In addition to the Flash device, the module also contains 128 KB of non-volatile Flash memory for BIOS, ROMDOS and other firmware which may be updated with a utility. The Server Monitor Module firmware is loaded at boot time into DRAM and is backed-up by an on-board NiCad battery. Therefore, updating the system firmware is accomplished by updating the file on the server's hard drive.

Serial Port

The external serial port resides on the module's private bus and provides a connection for a terminal, terminal emulator, or modem. If a modem is to be connected, it must be configured as COM1 or COM2 since neither COM3 nor COM4 are supported in the XT architecture.

�Shared Memory Interface (SMI)

The fastest method by which the Server Monitor Module communicates with the host server is provided by SMI. The primary method of communication is the I/O interface. The memory space is an 8 KB memory window that is mappable in 8 KB increments to any contiguous address space in the host server's lower 1 MB address space. The host server address window and the module's address space do not need to be the same. The interface to the SMI is interrupt-driven to reduce the host processing power requirement. The interrupt level at the host server is user selectable using software-written registers, but the module's interrupt level is preset and cannot be changed.

Thermal/Voltage Monitor

The Server Monitor Module has the ability to measure the server's operating temperature and the ISA bus voltage level (±5V, ±12V, and, if applicable, 3.3V). The operating temperature is measured using the module's onboard thermal transducer. These measurements can be read by software and compared against preset normal operating parameters stored in memory. For an accurate representation of the voltage measurements, registers should be read at approximately 1 ms intervals. For accurate temperature measurements, the temperature should be read at approximately one second intervals.

A secondary temperature probe may be added for monitoring of a strategic component elsewhere in the server, such as the processor or the power supply air intake temperature.

Note: the battery charging circuit draws +12V power from the ISA bus. During the charge cycles, the 12V voltage level may drop, depending on the server’s ability to provide adequate power over the bus.

�On-board Resources

There are two main sets of functional blocks on the Server Monitor Module: resources that are shared with the server and resources that are used solely by the module. The only resources that are shared by the Server Monitor Module and the server are the I/O configuration registers and the Shared Memory Interface. 

Shared Memory Interface

The Shared Memory Interface (SMI) is an 8 KB window in memory which is accessible to both the host server and the Server Monitor Module. The shared memory interface is mapped into the Server Monitor Module's address space at B4000h. Unlike the host server, the SMI is not movable within the Server Monitor Module's memory map. Access to the SMI is granted on a cycle-by-cycle basis, with preference given to the host server in the event of a tie. The host server preference requires the software to be carefully designed with a message passing semaphore scheme to avoid one system overwriting the data put by the other into the shared memory interface.

The SMI arbiter watches the SA(19:0) and SMRD signals from the module's ISA bus. When it detects an address which is within the 8 KB window (and SMRD is activated), the module will be granted access to the SMI. If the host server is accessing the SMI when the module is accessing it, the module's IOCHRDY line will be driven inactive until the host completes its access. Since the arbiter grants access to the SMI on a cycle-by-cycle basis, the IOCHRDY signal will never be driven inactive for longer than 600 ns.

I/O Interface

The Server Monitor Module and the host server both have access to the module's configuration registers. However, each accesses these configuration registers in a slightly different manner: the module sees them as part of its I/O space; the host server sees them as two ports, index and data. The actual physical port which stores the configuration information is the same no matter which device is accessing it. Because of this technical function, the module and the host server cannot access the configuration registers at the same time. Hardware must arbitrate between the host server and the module on a cycle-by-cycle basis. This requires a software protocol which can ensure that only the module or only the host server is writing to the configuration registers at any given time. Below is a portion of the Server Monitor's I/O map showing the shared configuration registers.



Name�Type�Address�Default��ADC Control Port�W�100h�N/A��ADC Status Register�R�100h�FFh��

Register Name�Type�Address�Default��Presence Detect�R�180h�96h��Board ID�R�181h�none��Command �R/W�182h�F0h��Shared Memory Interface Mapping�R/W�183h�80h��IRQ level mapping�R/W�184h�F0h��DRQ level mapping�R/W�185h�F0h��SMI/DRQ/IRQ enable�R/W�186h�F8h��Host Interrupt Code�W�187h�F0h��Local Interrupt Code�R�188h�B0h��Server Monitor Status�R/W�189h�00h��Table 1. Selected portion of Server Monitor Module I/O map.

�Module-only Resources

Resources used solely by the Server Monitor Module are several interfaces that define the complete functional block for the card. These are the analog-to-digital converter interface (part of the thermal and voltage monitoring block), bus-mastering circuitry, power control/status, host server command/status, POST code capturing, interrupts, and non-volatile memory. Table 2 summarizes the custom circuitry I/O port assignments and are in addition to those normally found in the XT-compatible architecture. 

Name�Type�Address�Default��ADC Control�W�100h�N/A��ADC Status�R�100h�FFh��ADC Result�R�101h�00h��Host Server Command�W�106h�00h��Host Server Status�R�106h�00h��POST Code Address, low-order�R/W�107h�80h��POST Code Address, high-order�R/W�108h�00h��POST Code Data�R�109h�00h��On-Board Interrupt Source�R�10Ah�00h��Reserved�N/A�10Bh�N/A��Table 2.�set t_CstmCktIOSumm "CstmCktIOSumm"�CstmCktIOSumm� Server Monitor Module custom circuitry I/O port summary

Analog to Digital Converter (ADC) Interface (I/O ports 100h-101h)

The Server Monitor Module interfaces to the ADC via two I/O ports, the control/status and result port. The control port is write-only, and the status port is read-only. Table 3 summarizes these ports.

Name�Type�Address�Default��ADC Control Port�W�100h�N/A��ADC Status Register�R�100h�FFh��ADC Result Bits�R�101h�00h��Table 3. Analog to Digital Converter register summary

Using the ADC to read the temperature or an analog voltage starts with software writing an appropriate byte to the ADC control port. This byte informs the controller which of the eight channels is to perform a conversion. Table 4 shows the ADC Control register bits and which channels are selected from the appropriate bit selection. A conversion then takes place. At the end of that conversion, the ADC will activate its interrupt signal. 

ADC Control

Type:		Write-only

I/O Address:	100h

Default:		N/A

Bit Field Definitions
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Bits CH0-CH2 are the ADC channel select bits, used to indicate which one of the eight channels is to perform a conversion. The ADC status register contains the most recent conversion request status. A value of FFh indicates that the conversion is complete and the data in the result port is valid. A value of FEh indicates a conversion is in progress and is not yet complete.

The ADC result bits are the most recent conversion request once the status register indicates that the conversion is complete.

Channel�Nominal Value�Signal��0�80h�Host server +5 Volts��1�80h�Host server -5 Volts��2�80h�Host server +12 Volts��3�80h�Host server -12 Volts��4�80h�Host server operating temperature��5�80h�Server Monitor backup battery voltage��6�80h�Xtended Xpress 3.3V��7�80h�Secondary temperature sensor��Table 4.�set t_ADCChAssn "ADCChAssn"�ADCChAssn� ADC channel assignment summary

When the server's +5V power line is equal to or greater than 5.00, the ADC result port will read 80h after a +5V conversion is requested. The conversion ratio is 40mV per step for the +5V and -5V lines, (e.g.; the result will be 81h when the voltage is 5.04V). The +12V and -12V power line conversion is at 71.5mV per step (e.g.; the result will be 78h when the voltage is 11.86 volts). The only exception to the ±5V and ±12V nominal values is the Xtended Xpress 3.3V signal. This signal is monitored directly by the ADC with a nominal value of A8h and a conversion ratio of 20mV per step.

The temperature sensor’s nominal value is 80h when the temperature is +40�SYMBOL 176 \f "Symbol"�C and it has a conversion ratio of 0.5�SYMBOL 176 \f "Symbol"�C per step, (e.g.; the result will be 81h when the temperature is 40.5�SYMBOL 176 \f "Symbol"�C). When the secondary temperature sensor is not installed, the result will be FFh.

Host Server Command/Status (I/O port 106h)

This I/O port contains both the general purpose interface to the host server and the Xpress/XXpress features. It is through this register that the Server Monitor Module resets the host (if the host is an Xpress or Xtended Xpress system), interrupts the host, and determines if a host is present. Bit assignments and explanations are as follows:

Host Server Command

Type:		Write-only

I/O Address:	106h

Default:		00h

Bit Field Definitions

�IMPORT C:\\HOBBES\\HOST_CMD.DRW \* mergeformat���

RFU: Reserved for Future Use. These bits will always read as zero, and they must be written with zeros to avoid conflicts with future generations and upgrades.

PWR OFF: Host Power Supply Off. When the Server Monitor Module is installed in an Xtended Xpress system, setting this bit will force the power supply to shut down. Conversely, clearing this bit will allow the power supply to restore power to the Xtended Xpress. This bit is not connected or utilized by the Xpress baseboard.

HCRI: Host Critical Interrupt. In Xpress systems, this bit is not connected and should be treated as an RFU bit. In Xtended Xpress systems, activating HCRI will drive SMI (system management interrupt) active on the baseboard, and force the system into SMM (System Management Mode).

RESET: Reset Host. Setting this bit to a logical one will activate the reset signal on the Xtended Xpress server system. A feature connector is located on the Xtended Xpress baseboard and must be connected to both the Server Monitor Module and the system baseboard. This hardware will automatically activate the reset signal for 100us and then deactivate it. There is no need for software to clear this bit to bring the server out of reset.

INT: Interrupt Host. Setting this bit to a logic one will activate the interrupt to the Xpress/Xtended Xpress baseboard. This bit is a write-only bit. The only way it can be cleared is by the host server reading the Host Interrupt Code port.

�Host Server Status

Type:		Read-only

I/O Address:	106h

Default:		10h

Bit Field Definitions
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HPWRGD: Host Power is Good. When the server's power is within 5% of (5V and (12V specifications, this bit will be a logical one. If not within specification, this bit will be a logical zero.

SECMOD: Secure Mode (Xtended Xpress only). When this bit is a logical one, it indicates that the Xtended Xpress keyboard controller has placed the server system in Secure Mode. While in this mode, the server's keyboard is locked, the screen is blanked, and the floppy disk is write protected. The Server Monitor Module cannot bring the server out of the secure mode, it can only report whether the server is in this mode. 

CHOPEN: Chassis Open (Xtended Xpress only). Indicates that the server chassis is open. Software can read this bit to generate an alarm or alert for the system administrator. When inactive, the chassis is closed (secure).

LPOK: Line-voltage Power OK. (Xtended Xpress only) This bit indicates the status of the host server's line voltage. When LPOK is high (active), the server has AC line voltage available; when LPOK is low (inactive), the server's AC line voltage is not available. When used in conjunction with the ADC, LPOK can be used to indicate whether the server's power switch has been turned off (LPOK active, but ADC indicates voltages are zero), or if the host server has lost power (LPOK inactive and ADC indicates voltages are zero).

FEAT EN#: Features Enabled (Xtended Xpress only). This bit indicates the module is properly installed in an Xtended Xpress system with the ribbon cable connected to the baseboard feature connector. The bit is zero when the cable is installed and a logical one when not installed. This bit is read-only; writes to this bit will be ignored.

XRSTEN#: Reset Enabled (Xpress only). This bit indicates that the module is installed in an Xpress system with remote reset capability and that the wire-harness interface for the remote reset is installed. When XRSTEN is inactive, this bit indicates that the module is either not installed in an Xpress system, or that the remote reset wire harness is not installed.

HOST PR16#: Host is present in a 16-bit EISA/ISA slot. This bit is a logical zero when the module is inserted in one of the host's EISA/ISA slots that supports 16-bit bus mastering protocols. Conversely, when the HOSTPR16 bit is a logical one, the Server Monitor Module is not inserted into a 16-bit slot.

HOST PR8#: Host is present in an 8-bit slot (active low). This bit is a logical zero when the module is inserted in one of the host's 8-bit baseboard slots. Conversely, when the HOSTPR8 bit is one, it indicates that the Server Monitor Module is not inserted into a backplane. This bit is also active (low) when the module is inserted in a 16-bit slot, since the 8-bit slot is part of the 16-bit slot.

�POST Code Capturing (I/O ports 107h-109h)

The POST (Power On Self Test) code capturing block watches the host server bus for I/O writes to the POST port, and captures its own copy of the data when the write is placed on the bus. POST codes are primarily used for diagnostic purposes and always are available during the host's POST. Since the code may be written at any time during the boot-up sequence, the POST code capturing block utilizes an interrupt-driven interface. Upon capturing a new POST code, the processor will be interrupted and the appropriate bit will be set in the Interrupt Source register, indicating that a new POST code has been received. For compatibility in many other servers, the port which the Server Monitor Module watches for POST codes (the POST port) is programmable.

Note: any writes to this port after POST will still be captured, although they likely will signify different information.

POST Code Address, low-order

Type:		Read/Write

I/O Address:	107h

Default:		80h

Bit Field Definitions
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PC(7:0): POST Code Address. These eight bits comprise the low-order POST code port assignment bits.

The low-order POST code address bits comprise eight of the ten address lines used to determine if a host I/O Write is directed at the POST code port. These eight bits are concatenated with the high-order bits to form the entire ten-bit address.



POST Code Address, high-order

Type:		Read/Write

I/O Address:	108h

Default:		00h

Bit Field Definitions

�IMPORT C:\\HOBBES\\POSTPRT1.DRW \* mergeformat���

RFU: Reserved for Future use. These bits will always read as zero, and they must be written with zeros to avoid conflicts with future generations of this product.

PC(9:8): POST Code Address. These bits comprise the high-order POST code port assignment bits.

The high-order POST code address bits comprise the upper two of the ten address lines used to determine if a host I/O Write is directed at the POST code port. These bits are concatenated with the low-order bits to form the entire ten-bit address.



POST Code Data

Type:		Read-only

I/O Address:	109h

Default:		00h

Bit Field Definitions

�IMPORT C:\\HOBBES\\POSTCODE.DRW \* mergeformat���

D(7:0): POST code data bits. These eight bits comprise the POST code captured from the host server.

�Programming/Software Information

Software and various applications make this module into a full-featured server monitoring product. This section reviews the required tools to meet the wide variety of needs for users who have their own operating system, those who install the module in a system other than an Xpress server, and those who choose to buy the LANDesk Manager v 2.0 integrated software. 

LANDesk Manager V2.0 & Module Interactions

The LANDesk Manager server monitor application provides proactive server management, allowing corrective action to be taken at the first sign of system degradation. The ability to monitor critical server subsystems and assign customized tasks to non-fatal conditions distinguishes the LANDesk Manager application from reactive management tools, which merely notify the administrator after a failure. Using the Windows-based management console an administrator can:

�SYMBOL 183 \f "Symbol" \s 10 \h�	Set system parameters mentioned in the Core Feature Set

�SYMBOL 183 \f "Symbol" \s 10 \h�	Assign tasks to system events

�SYMBOL 183 \f "Symbol" \s 10 \h�	View real-time server system data in graphical format

�SYMBOL 183 \f "Symbol" \s 10 \h�	View and manipulate historical server data

The server monitor object in LANDesk Manager is an application consisting of NLM management agents that run on NetWare servers, integrated as a Windows console program launched from the LANDesk Manager Control Panel. The NLM agents monitor critical variables and data structures of the NetWare operating system and transmit the values of those variables to the server monitor console. The NLMs are able to detect the presence of the Server Monitor Module when it is installed in a NetWare server. Upon detecting the card, the application NLM begins monitoring all variables it maintains.

Third-party programming interfaces are not provided for the server monitor application, but developers can use the integrated event handler API and OLE 2.0 instrumentation to customize and automate its operation. The server monitor application agent NLM uses the Shared Memory Interface and interrupts to detect the presence of the Server Monitor Module and obtain information. When this application is combined with the Server Monitor Module, it is capable of performing alert notification when the host server is down, or when no network connections exist. 

This entire concept is defined as the Monitoring Console, which is a Windows-based system viewing and configuration utility. Some of the main tasks performed include:

�SYMBOL 183 \f "Symbol" \s 10 \h�	Locating other servers on the LAN that have the Server Monitor Module installed

�SYMBOL 183 \f "Symbol" \s 10 \h�	Establishing sessions with the LANDesk Manager control program

�SYMBOL 183 \f "Symbol" \s 10 \h�	Assigning thresholds and tasks to the system parameters

�SYMBOL 183 \f "Symbol" \s 10 \h�	Monitoring the status of parameters in real-time graphical format

�SYMBOL 183 \f "Symbol" \s 10 \h�	Receiving event notifications from attached control programs

�SYMBOL 183 \f "Symbol" \s 10 \h�	Retrieving, displaying, and managing parameter history files

�SYMBOL 183 \f "Symbol" \s 10 \h�	Enabling OLE 2.0 queries of certain system parameters

SERVER BIOS & Module Interactions

The Server Monitor Module and its bundled software were designed to run on Intel Xpress, Xtended Xpress, ALTServer or any third-party system running Novell NetWare version 3.1x or 4.x. This section lists some critical considerations for developers who will be using hardware other than the Xpress product line or their own operating system or BIOS.

The Server Monitor Module must be assigned four types of resources:

�SYMBOL 183 \f "Symbol" \s 10 \h�	Two bytes of contiguous I/O space

�SYMBOL 183 \f "Symbol" \s 10 \h�	One DMA channel

�SYMBOL 183 \f "Symbol" \s 10 \h�	One interrupt request line

�SYMBOL 183 \f "Symbol" \s 10 \h�	8 KB of contiguous memory space

The host server's BIOS initially has the responsibility of configuring the SMI to communicate with the Server Monitor Module. This is accomplished by a message-passing mechanism implemented out of an 8 KB region of shared memory. The main task of the BIOS is to determine where the module’s I/O ports are located in the server’s I/O address space. On an EISA system, these resources can be assigned with the EISA Configuration Utility (ECU). For Intel-based servers, a .CFG file is used with the ECU before installing the module to configure resources as follows:

�SYMBOL 183 \f "Symbol" \s 10 \h�	I/O addresses 110h-111h, 210h-211h, 310h-311h

�SYMBOL 183 \f "Symbol" \s 10 \h�	Any available DMA channel

�SYMBOL 183 \f "Symbol" \s 10 \h�	Any available interrupt request line, depending on whether the adapter is installed in an 8-bit or 16-bit slot

�SYMBOL 183 \f "Symbol" \s 10 \h�	Any memory area between 0C0000h and 0EFFFFh, on any 2 KB boundary

The ECU automatically assigns free resources to the card when the .CFG file is loaded. The user can then reassign the resources as desired, depending on system resources available. 

For non-Intel based systems, BIOS developers can use this same technique to assign resources. To begin this sequence, the Server Monitor Module initially makes available its I/O ports at server addresses 0x110, 0x210 and 0x310. The purpose of using three addresses is to avoid potential conflicts with other devices at one or two of the addresses. The server ECU then needs to read seven addresses; 0x110, and 0x112 through 0x117. If any address returns a result other than 0xFF, the process should be repeated at the other two base addresses. Once the I/O port has been found, the bytes 0xA1, 0xB2 and 0xC3 need to be written to the established base port. After the writes are successful, the host server's ECU should then read the base port plus one additional address to check for a value of 0x96. If this value is found, the communication link between the Server Monitor Module and the host server ECU has been established. If this value is not found, the process must be repeated until it is. 

When the system is reset, the EISA BIOS will configure the Server Monitor Module with the values which correspond to the assigned resources. On ISA systems, the assigned values should be determined by the BIOS reading the appropriate CMOS locations determined by the BIOS developers. The ISA setup screens should be modified to perform these tasks and allow the user to choose and change the required resources.

Once the communication link has been established, the Server Monitor Module BIOS will prepare the message-passing data structures in the SMI so the Server can communicate through it. The module will signal when these data structures have been initialized by setting bit 0 of the Command port (182h). The server BIOS should wait for this value before proceeding. There should, presumably, be a time-out mechanism so the server doesn’t hang if the module fails to set the bit in a reasonable length of time. In order to enable the board, the server BIOS must enable the SMI, IRQ and DMA by writing the appropriate value into the SMI/DRQ/IRQ Enable port (186h). When the module is installed, the ECU must be used to set the DMA channel, IRQ level and SMI base address to appropriate values. If installed in an ISA system, the system Setup screen must be extended to allow for these options.

After these functions are performed, other tasks still must be performed to properly determine how the host server BIOS interacts with the module. The additional tasks to be handled by a server BIOS extension include:

�SYMBOL 183 \f "Symbol" \s 10 \h�	Using the message-passing mechanism

�SYMBOL 183 \f "Symbol" \s 10 \h�	Keeping the Server Monitor Module appraised of the current server state

�SYMBOL 183 \f "Symbol" \s 10 \h�	Synchronizing with the module during startup

�SYMBOL 183 \f "Symbol" \s 10 \h�	Providing server console redirection until the server agent is running

�SYMBOL 183 \f "Symbol" \s 10 \h�	Responding when the Server Monitor Module is reset or reboot

The next two sections provide developers with an overview of server BIOS interaction with the module.

Server Agent & Module Interactions

The following section includes some absolute requirements for developers trying to successfully establish a communication link between their own operating system on the Intel Xpress hardware, the server agent, and the Server Monitor Module.

The server agent initially has the responsibility of configuring the SMI to communicate with the Server Monitor Module primarily by means of a message-passing mechanism implemented out of an 8 KB region of shared memory. The agent synchronizes at a low level with the module via the set of I/O ports determined by the host server BIOS upon initialization. 

�Once a communication link has been properly established, a list of functions must be performed, including five which are identical to those listed in the section on server BIOS/module interactions:

�SYMBOL 183 \f "Symbol" \s 10 \h�	Discovering where the I/O ports are located

�SYMBOL 183 \f "Symbol" \s 10 \h�	Enabling the Shared Memory Interface

�SYMBOL 183 \f "Symbol" \s 10 \h�	Using the message-passing mechanism

�SYMBOL 183 \f "Symbol" \s 10 \h�	Keeping the module appraised of the current server state

�SYMBOL 183 \f "Symbol" \s 10 \h�	Synchronizing with the module during startup

�SYMBOL 183 \f "Symbol" \s 10 \h�	Setting the Server Monitor Module’s date and time

�SYMBOL 183 \f "Symbol" \s 10 \h�	Sending the module information about the server configuration

After these tasks are executed, a number of other functions must be performed to enable proper interaction between the server agent and the module. For example, the module must know how to properly construct the text for alert messages. The agent must provide necessary information in the form of a series of LocalizationInfo messages. There must be one for each possible phrase to be localized. The Server Monitor Module will ask for localization information by sending Get LocalizationInfo messages whenever the server or the module reboots. The server agent must be prepared to respond to these requests. The contents of the messages should be worked out between the server agent and Server Monitor Module application designers, but the formats should be similar to these:
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The server and the module must next determine whether the monitoring console is still alive. On each system, there should be software that watches for unusually long periods of inactivity on the SMI. When such periods occur, it is assumed that either or both systems are hung. An SMPAlive message (a sort of module "heartbeat") is continuously sent to ensure there is an ongoing interface between the module and the monitoring console.

The agent must provide two algorithms for this process to work:

�SYMBOL 183 \f "Symbol" \s 10 \h�	The agent must also have a "heartbeat" equivalent that regularly sends ServerAlive messages

�SYMBOL 183 \f "Symbol" \s 10 \h�	The agent must notice when no messages have been received from module for an extended period of time. When this interval is exceeded, the card is considered to be hung.

When the module is able to detect a critical failure in its own operation, it stores an error code in the Server Monitor Status I/O port (189h), then hangs itself. The agent should read the port and include the value it contains as part of the alert. Once the alert has been sent, the agent should reset the module by writing a 1 into the RST bit in the Command I/O port (182h). The board will remain in a reset state until the agent writes a 0 to the RST bit. 

After these functions are performed, additional tasks required include:

�SYMBOL 183 \f "Symbol" \s 10 \h�	Participation in a server reboot protocol with Server Monitor Module

�SYMBOL 183 \f "Symbol" \s 10 \h�	Responding when the module is reset or rebooted

�SYMBOL 183 \f "Symbol" \s 10 \h�	Providing server console redirection via the Server Monitor Module

�SYMBOL 183 \f "Symbol" \s 10 \h�	Getting voltage and temperature information from the module

�SYMBOL 183 \f "Symbol" \s 10 \h�	Periodically storing server status information with the module in the event of a server crash

�SYMBOL 183 \f "Symbol" \s 10 \h�	Adding, deleting and modifying entries in the module user table

�SYMBOL 183 \f "Symbol" \s 10 \h�	Receiving “indications” from the Server Monitor Module

�SYMBOL 183 \f "Symbol" \s 10 \h�	Sending requests to the module to post an alert to the monitoring console via the out-of-band connection

�SYMBOL 183 \f "Symbol" \s 10 \h�	Processing agent control information from the console via the module and responding to the console

�SYMBOL 183 \f "Symbol" \s 10 \h�	Processing module requests to send information to the console via the in-band connection and vice versa

�SYMBOL 183 \f "Symbol" \s 10 \h�	Updating the Server Monitor application software to the module

�SYMBOL 183 \f "Symbol" \s 10 \h�	Updating the Server Monitor Module BIOS

The section that follows continues the overview of server agent interaction with the Server Monitor Module.

�Monitoring Console & Module Interactions

The following section includes some absolute requirements for developers trying to successfully establish a communication link between their own operating system on the Intel Xpress hardware, the server agent, and the Server Monitor Module.

The monitoring console initially has the responsibility of communicating with the Server Monitor Module by either the in-band network connection, or a dial-up asynchronous connection. Only the routes and the speeds differ ( the information being exchanged is identical. The monitoring console therefore must be able to initiate an in-band connection with the module, or accept a dial-in connection. Once this communication link has been properly established, a list of functions must be performed. If the network is not available, the out-of-band connection will be used and console redirection will take place out-of-band to the console.

A packet-based protocol must be employed between the module and the console. This protocol may be implemented on top of two distinct transports: a modem-based serial line connection or a more involved path that includes the in-band network and the server agent. Packet transmissions must be reliable to ensure that commands are sent intact. The developer also should also try to maintain a low-overhead transmission of unreliable packets (e.g.; for console redirection). To meet these requirements, two types of packet transmissions are defined: ACK-required packets and ACK-less packets, which can be distinguished by a type byte in the packet header.

The ACK-required packets have a type byte value of 0 and ACK-less packets have an type byte value of 1 as the first byte. For ACK-required and ACK packets, the type byte is immediately followed by an unsigned 8-bit value, known as the sequence number, which is incremented for each packet transmitted. (This number rolls over every 256 packets, so when comparing two sequence numbers, s1 and s2, to see if s2 = s1 + 1, the arithmetic needs to account for the rollover. Immediately following these bytes are:

�SYMBOL 183 \f "Symbol" \s 10 \h�	Two bytes for complete packet total length

�SYMBOL 183 \f "Symbol" \s 10 \h�	Two bytes for the sequence number within the subpacket chain

�SYMBOL 183 \f "Symbol" \s 10 \h�	Two bytes for the number of packets in the chain

�SYMBOL 183 \f "Symbol" \s 10 \h�	Two bytes for the data length in this packet

�SYMBOL 183 \f "Symbol" \s 10 \h�	Two bytes for the header CRC

�SYMBOL 183 \f "Symbol" \s 10 \h�	The data

�SYMBOL 183 \f "Symbol" \s 10 \h�	Two checksum bytes to ensure that the entire packet was valid

After these functions are performed, remaining tasks include:

�SYMBOL 183 \f "Symbol" \s 10 \h�	Logging into the Server Monitor Module using the in-band connection

�SYMBOL 183 \f "Symbol" \s 10 \h�	Calling the module and logging in using a modem attached to the monitoring console

�SYMBOL 183 \f "Symbol" \s 10 \h�	Accepting a call from the module via a modem attached to the console and allowing the module to log in

�SYMBOL 183 \f "Symbol" \s 10 \h�	Logging out of a Server Monitor Module session

�SYMBOL 183 \f "Symbol" \s 10 \h�	Detecting when the current path has been lost due to network or communication line failure

�SYMBOL 183 \f "Symbol" \s 10 \h�	Providing a server console redirection window that can operate concurrently with other console windows

�SYMBOL 183 \f "Symbol" \s 10 \h�	Displaying the monitor system log in a window that can operate concurrently with other console windows

�SYMBOL 183 \f "Symbol" \s 10 \h�	Once logged in, the Monitoring Console must communicate with the module to:

1.	Send commands to the server monitor and receive results

2.	Perform Server Console redirection

3.	Accept alert notifications from the module

4.	Receive the contents of the Server Monitor Module's system log.

5.	Receive information on the current server state (BIOS running, OS booting, etc.)

6.	Exchange information with the server agent via the module 

�Additional Module Features on Xtended Xpress/ALTserver

Several additional features are available when the module is installed in an Xtended Xpress or ALTserver system. The module has the ability to recycle power to the Xtended Xpress or ALTserver systems, monitor 3.3V signals, issue intrusion alerts, and provide other security monitoring options. To utilize these features, an Xtended feature connector must be installed and several specifications must be followed. 

The figure below illustrates the pin assignments (J9) on the Xtended feature connector. The descriptions of each pin are found in the Host Server Command and Host Server Status registers, which are described in detail in the On-Board Resources section.

� EMBED Word.Picture.6  ���

Name�Pin�Type�Description��SMI#�1�Input�System Management Interrupt��I2CCLK�2�Output�I2C Clock (8MHz)��GND�3�Power�Electrical Ground��key�4��No Connection��PWROFF#�5�Output�Power Supply Off (active low)��I2CDATA�6�I/O�I2C Data signal��LPOK�7�Input�Host Line Power OK��KEYUNLK�8�Input�Keyboard Unlock��NMI�9�Input�Non-Maskable Interrupt��3.3V�10�Input�3.3V power.  This line is buffered by an opamp before it is routed to the ADC input.��RESET#�11�Output�Reset baseboard��GND�12�Power�Electrical Ground��GND�13�Power�Electrical Ground��key�14��No Connection��SECURE�15�Input�Host in Secure Mode��GND�16�Power�Electrical Ground��INTRUD�17�Input�Chassis is open��SPARE�18��No Connection.  Reserved for future use.��key�19��No connection��GND�20�Power�Electrical Ground��It may be possible to control Power On/Off from a remote console by using this connector and a modified baseboard on some third-party systems that support this interface and feature.

Xtended Server 3.3 Volt Interface Specifications



��Min�Max�Units��VAI�Analog Input Voltage�0�5�V��ZI�Input Impedance�100��K�SYMBOL 87 \f "Symbol"���IB�Input current��33��SYMBOL 109 \f "Symbol"�A��Res�Resolution�19�20�mV/step���Xpress Reset Connector

When the Server Monitor Module is installed in an Xpress system, and that Xpress system has the remote reset header installed (located between slots 2 & 3 of the expansion bus on PBA 630574-001 or higher), the Xpress system can be reset by the Server Monitor Module. The following figure shows the pin assignments for the Xpress reset connector.

NOTE:  The pin descriptions are defined from the host server perspective. Where differences exist between the host server definition and the signal use on the Server Monitor Module, such differences are noted.



� INCLUDEPICTURE C:\\HOBBES\\XPRESRST.DRW \* MERGEFORMAT ���

Name�Pin�Description��GND�1�Electrical ground. (Connector Presence detect on Server Monitor Module)��RESET#�2�Active low reset signal��key�3�pin is removed��GND�4�Electrical ground.��It may be possible to control Power On/Off from a remote console by using this connector and a modified baseboard on some third-party systems that support this interface and feature.

�Appendix A ( Memory Map

These memory and I/O configuration maps apply to a Server Monitor Module with 1 MB of DRAM installed. The module supports up to 2 MB of DRAM using the LIM-EMS 4.0 specification. In a 2 MB configuration, the second megabyte appears in an EMS page frame in the first megabyte. The I/O configuration map includes both the XT-architecture ports as well as the custom port definitions for the Server Monitor Module.
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�Volatile Memory�1 MB DRAM��Access Time�70 ns��Memory Width �8-bit ��Non-volatile memory�1 MB Flash��Access Time�120 ns��Memory Width �8-bit ���

�





�Appendix B (I/O Map

�# Ports�Description�Address�# Ports�Description�Address��16�DMA Controller�000h�1�POST Code Address, low-order�107h��2�Interrupt Controller�020h�1�POST Code Address, high-order�108h��1�VG-230 Index Register�026h�1�POST Code Data�109h��1�VG-230 Data Register�027h�1�On-Board Interrupt Source�10Ah��4�Timer�040h�1�Reserved�10Bh��3�PPI�060h�2�I2C Bus Controller�10Ch��4�Memory Mapping�06Ch�1�I2C Bus Controller Interrupt �10Eh��8�DMA Page Registers�080h�1�Watchdog Timer�10Fh��1�NMI Mask�0A0h�107�Unassigned�114h��1�ADC Control/Status�100h�1�Presence Detect�180h��1�ADC Result�101h�1�Board ID�181h��1�Bus Master Low Page�102h�1�Command�182h��1�Bus Master High Page�103h�1�SMI Mapping�183h��1�Bus Master Command/Status�104h�1�IRQ Mapping�184h��1�System Control/Status�105h�1�DRQ Mapping�185h��1�Host Server Command/Status�106h�1�SMI/DRQ/IRQ enable�186h��1�POST Code Address, low-order�107h�1�Host Interrupt Code�187h��1�POST Code Address, high-order�108h�1�Local Interrupt Code�188h��1�POST Code Data�109h�1�Server Monitor Status�189h��1�On-Board Interrupt Source�10Ah�495�Unassigned�18Bh��1�Reserved�10Bh�8�Parallel Port (LPT1 only)�378h��2�I2C Bus Controller�10Ch�16�LCD Controller�3D0h��1�I2C Bus Controller Interrupt �10Eh�24�Unassigned�3E0h��1�Watchdog Timer�10Fh�8�Serial Port (COM1/COM2)�3F8h��107�Unassigned�114h�����Table B-1. �set t_IOMapComplete "IOMapComplete"�IOMapComplete�Complete I/O Map



�Appendix C ( Mechanical/Physical Specifications

The Server Monitor Module is a full-length ISA standard form-factor add-in card. The overall dimensions are 13.375 inches long by 4.800 inches high. Refer to the drawings below for details. (Drawings not to scale)
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Appendix D ( Electrical Specifications

Power Requirements



�Voltage�Current�Wattage��Primary Power Source (Host Server Backplane)�+5V�.1A�500mW��Primary Power Source (Host Server Backplane)�+12V�1.5A�18W��Secondary Power Source (Battery, Nickel Cadmium) Nominal�6.0V�200mA�1.2W��Secondary Power Source (Battery, Nickel Cadmium) Full Load�6.0V�1.2A�7.20W��On-board Battery Backup NICAD Battery�6.0V����Full Load��1.2A���Standby��200 mA���Charging Method	�ReFLEX* Charge

��Capacity�1.7Amp-Hrs:30mins active, 4 hours standy

��Appendix E ( Reliability (MTBF) Specifications

The MTBF prediction reveals the inherent reliability of the product. For circuit boards, the MTBF prediction is based on the component hard failure rates. These hard failure rates are assumed to be random in nature and are derived from either component supplier reliability test results or the Bellcore reliability prediction procedure. For the system MTBF predictions, the circuit boards, peripherals, power supply and other sub-assembly reliability data is reviewed and included into the system prediction. A calculated MTBF was generated using the Intel/Bellcore methodology as documented in Intel procedure 187677.



MTBF Prediction�97307.50 hours at 55ºC��Predicted Error Rate�2.70E-06 errors/hour��Appendix F ( Environment Specifications



Operating Temperature�0�SYMBOL 176 \f "Symbol"�C to +50�SYMBOL 176 \f "Symbol"�C��Storage Temperature�-30�SYMBOL 176 \f "Symbol"�C to +60�SYMBOL 176 \f "Symbol"�C��Relative Humidity�92% RH @ 36�SYMBOL 176 \f "Symbol"�C��

Appendix G ( Regulations

Intended for use in systems meeting the following EMI/RFI regulations:

	U.S.	FCC Class B

	Canada	DOC Class B

	Europe	VDE Class B, CISPR-B
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